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Amazon S3 (Simple Storage Service ):
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Amazon S3 is a scalable object storage service provided by AWS. It allows users
to store and retrieve any amount of data from anywhere on the internet. S3 is
widely used for its durability, scalability, and ease of integration with other AWS
services.

How S3 Works:

1.0bject-based Storage: S3 stores data-as.objects, which include the data itself,
metadata, and a unique identifier. These objects are stored in "buckets."

2.Bucket Structure: A bucket is a container for objects. Users can upload
objects to buckets, and each object is identified by a unique key.

3.Global Access: S3 allows data access over the internet using API calls, SDKs,
or the AWS Management Console.

4.High Durability & Availability: S3 is designed for 99.999999999% (11 nines)
durability, with data automatically replicated across multiple availability zones.

Use Cases of S3:

» Data Storage & Backup: Regular backups for applications, systerns, and
databases. Big Data & Analytics: Storing large datasets for analysis and
processing.

» Website Hosting: Hosting static websites (HTML, CSS, JavaScript).

» Content Distribution: Storing media files for distribution (e.g., videos,
software).

> Disaster Recovery: Storing critical data for quick recovery
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Difference between EBS and S3:
EBS (Elastic Block Store):
Type: Block storage for EC2 instances.

Use Case: Low-latency storage for databases, file o

Attachment: Only attached to one EC2 instance at a time.
e Type: Object storage for unstructured data (images, backups).
e Use Case: Highly scalable and accessible from anywhere.

e Attachment: Not tied to any single instance, can be accessed globally

Cold Data vs. Hot Data:

Hot Data: Frequently accessed data requiring lowlatenc storage (e.g., S3
Standard or EBS).

Cold Data: Rarely accessed data stored in lower-cost solutions (e.g., S3 Glacier)
for long-term retention.

Object Storage Class vs. Block Storage Class:

Object Storage (S3): Stores data as objects with unique identifiers, suited for
unstructured data (documents, media).

Block Storage (EBS): Stores data in blocks, similar to a hard drive, designed for
structured data (databases, file systems).
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S3 Storage Classes:

1.53 Standard: General-purpose storage for frequently accessed data. All
Bookmarks

2.53 Intelligent-Tiering: Automatically moves data between frequent and
infrequent access tiers to save costs.

3.S3 Standard-IA (Infrequent Access): Lower cost for infrequently accessed
data.

4.53 One Zone-IA: Similar to Standard-IA but stores data in a single availability
zone.

5.S3 Glacier: Low-cost archival storage for data rarely accessed.

6.S3 Glacier Deep Archive: Lowest-cost storage for long-term, rarely accessed
data.

Advantages of S3:
> Scalability: Automatically scales to accommodate any amount of data.

> Durability: 99.999999999% durability with automatic replication across
multiple locations.

> Security: Supports encryption, access control policies, and integrates
with AWS Identity and Access Management (IAM).

> Cost-Effective: Pay for what you use, with multiple storage classes to
optimize cost based on data access frequency.
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Disadvantages of S3:
» Access Latency: Not suitable for low-latency, high-
» Performance applications like databases (use EBS for that).
» Complexity in Management: Managing large

» Datasets or setting up lifecycle policies may become complex for certain
use cases.

Features of S3:

» Versioning: Tracks changes to objects, allowing you Of revert to previous
versions.

» Lifecycle Management: Automates the movement of Data to lower-cost
storage classes.

» Cross-Region Replication: Automatically replicates Data across AWS
regions for better durability.

> Encryption: Supports server-side and client-side Encryption for securing
data.

> Access Control: Fine-grained control over who can

Access or modify data using IAM policies, bucket Policies, and access control
lists (ACLs).

Go to the AWS Management Console and sing in with your credentials.

In the search bar, type S3 and click on the Amazon S3 service.
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Step-by-Step Guide for Uploading a File to Amazon S3:

Step 1: Log in to the AWS Management console

Search results for 's3'

Services

Features [
= s

Resources’ New )
Scalable Starage in the Cloud

Documentation

Krnowledge articles

*

Marketplace Archive Storage in the Cloud

Blog posts

Events. Originating a...

v Titorials Large Scale Data Transy

Features

Step 2: Create a New S3 Bucket

» Once in the S3 dashboard, click Create Bucket.
» Enter a Bucket Name (it must be unique globally across all AWS users)
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@ Successfully deleted bucket "515866537411-replica”

Create a bucket

Arhazon S3

Every object in 53 Is stored in a bucket. To upload files

Store and retrieve any amount
of data from anywhere e

ice that offers industry-leading scalability, data availability,

Pricing

How it works
With 53, there are no minimum fees. You only pay for
what you use. Prices are based on the location of your

U o

Create bucket .+

Buckets are containers for data stored in 53.

General configuration

AWS Region
Asia Pacific (Mumbai} ap-south-1

Bucket name  Info

‘ mvawsbucket

Burket name must be unigue within the global namespace and follow the burket naming rules. See rules for bucket naming [4

Copy settings from existing bucket - optional
Only the bucket settings in the following configuration are copied.

Choose bucket

Format: 53/ /bucket/ prefix

Object Ownership info

Control ownership of objects written to this bucket from other AWS accounts and the use of access control lists (ACLs). Object ownership
determines who can specify access to objects

> Select the AWS Region where you want to store your data (choose a region closest to your
location for better performance.)
» Configure bucket settings.
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Block Public Access: You can keep public access blocked unless you want to make your files
accessible to the public.

* Bucket Versioning: You can enable or disable versioning. This feature keeps multiple version of an
object.

Object Ownership info

Control ownership of objects written to this bucket from other AwWS accounts and the use of access control lists (ACLs). Object ownership
determines who can specify access to objects.

© ACLs disabled {recommended} () ACLs enabled
All objects in this bucket are owned by this account Ohjects in this bucket can be owned by other A5
Arcessto this bucket and its objects is specified using only arcounts. Arcess to this bucket and its objects can be
policies, specified using ACLs.

Object Ownership

Bucket owner enforced

Block Public Access settings for this bucket

Public access is granted to buckets and objects through access control lists (ACLs), bucket policies, access point policies, or all. In order to
ensure that public access to this bucket and its objects is blocked, turn on Block all public access: These settings apply only to this bucket and
its arcess points. AWS recommends that you turn on Block all public access, but before applying any of these settings, ensure that your
applications will work correctly without public access. f you reguire some level of public access to this bucket or objects within, you can
rustomize the individual settings below to suit your specific storage use cases. Learn more [

Bucket Versioning

Wersioning is a means of keeping multiple variants of an object in the same bucket. You can use versioning to preserve, retrieve, and restore
every version of every object stored in your Amazon 53 bucket. With versioning, you can easily recover from both unintended user actions and
application failures. Learn more E

Bucket Yersioning
© Disable
() Enable
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Block Public Access settings for this bucket

Public access is granted to buckets and objects through access control lists (ACLs), bucket policies, access point policies, or all. In order to
ensure that public access to this bucket and its objects is blocked, turn on Block all public access. These settings apply only to this bucket and
its access points. AWS recommends that you turn on Block all public access, but before applying any of these settings, ensure that your
applications will work correctly without public access. If you reguire some level of public access to this bucket or objects within, you can
rustomize the individual settings below to suit your specific storage use cases. Learn more [

[] Block aff public access
Turning this setting on isthe same as turning on all four settings below. Each of the following settings are independent of one another.

— [] Block public access to buckets and objects granted through new access control lists (ACLs)
53 will block public access permissions applied to newly added buckets or ohjects, and prevent the creation of new public access ACLs
for existing buckets and ohjects. This setting doesn't change any existing permissions that allow public accessto 53 resources using
ACLs

| [] Block public access to buckets and objects granted through any access control lists (ACLs)
53 will ignore all ACLs that grant public access to buckets and objects.

|_ [] Block public access to buckets and objects granted through new public bucket or access point policies
53 will Block new bucket and access point policies that grant public access to buckets and objects. This setting doesn't change any
existing policies that allow public access to 53 resources.

L[] Block public and cross-account access to buckets and objects through ony public bucket or access point
policies
53 will ignore public and cross-account access for buckets or access points with policies that grant public access to buckets and
ohjects.

Scroll down and click Create Bucket.

Encryption type  Info
© Server-side encryption with Amazaon 53 managed keys {SSE-53)
() Server-side encryption with AWS Key Management Service keys {SSE-KMS}

() Dual-layer server-side encryption with AWS Key Management Service keys (DSSE-KMS}
Secure your ohjects with two separate layers of encryption. For details on pricing, see DS5E-KMS pricing on the Storage tab of the
Amazon 53 pricing page. [

Bucket Key
Using an 53 Bucket Key for S5E-KMS reduces encryption costs by lowering calls to AWS KMS. 53 Bucket Keys aren't supported for DS5E-KMS.
Learn more [4

) Disable
© Enable

» Advanced settings

@ After creating the bucket, you can uplead files and folders to the bucket, and configure additional bucket settings.

Cancel
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Upload a File to the S3 bucket

> Once the bucket is created, click on your bucket’s name to open it.

& a¥ (@) @ Mumbai ¥ aibh

uccessfully created bucket ~test el
®@ s fully d bucket "5153665374171 ki _ X

To upload files and folders, or to configure additional bucket settings, choose View details.

View Storage Lens dashboard

» Account snapshot - updated every 24 fours GUEETEGEELT

Storage lens provides visibilty into storage usage and activity trends. Learn more [

General purpose buckets Diractory buckets

General purpose buckets (1) info Copy ARN H Empty H Delete ‘ © Create bucket
Buckets are containers for dats stored in 53
Q, Find buckets by name | 1 &
1AM A
Name A | AWSRegion ¥ | e ‘ Creation date v
Analyzer
Asia Pacific
515966537411- B Wiew analyzer for
(] Bt {Mumbzi} ap- S Octaber 24, 2024, 16:58:12 (UTC+05:30)
test 1 ap-south-1
G south- S

Click upload on the bucket’s dashboard.
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51596653741 1-test e

Objects Properties Permissions Metrics Management Access Points

Objects (0} info
[ Copy 53 URI @ CopyURL M pownload Open [4 Delete Actions ¥

Ofrjects are the fundamental entities stored in Amazon 53. You can use Amazon 53 inventory [} to get a list of all oijects in your bucket. For others to access your objects, you'll need to explicitly grant them

Create folder m Upload

permissions. Learn maore

| Q, Find objects by prefix ‘ 1 [0}

Last
A v v i v v
Name Type modified | Size | Storage class
Mo objects
You don't have any objects in this bucket.

[f Upload

In the Upload window, either drag and drop a file from your local machine or click add files to browse
for the file you want to upload.

» After adding the file, you can configure permission:
> Manage public permissions: Decide if the file Should be public or private.

¥ Permissions
Grant public access and access to other AWS accounts.

Access control list (ACL)

Grant basic read/write permissions to other AWS accounts. Learn more E

@) AWS recommends using 53 bucket policies or 1AM policies for access control. Learn mare [4

Access contral List {ACL}
© Choose from predefined ACLs

O Specify individual ACL permissions
Predefined ACLs

) Private {recommended}
Only the object owner will have read and write access.

O Grant public-read access

Anyonein theworld will be able to access the specified objects, The object owner will have read and write access. Learn more [

A Granting public-read access is not recommended

Anyone in the waorld will be able to access the specified objects. Learn moare [4

| understand the risk of granting public-read access to the specified objects.
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Upload i

#Add the files and folders you want to upload to 53. To upload a file larger than 160GB, use the AWS CLI, AWS SDK or Amazon
5% REST APL. Learn mare [4

Drag and draop files and folders you want to upload here, or choose Add files or Add folder.

Files and folders (1 Total, 159.1 KB} Remove | | Add files | | Add folder

All files and folders in this table will be uploaded

| Q, Find by name | 1
Name v Folder v | Type
| RESUME.pdf o application/pdf

Destination info

> You can leave storage class settings as default(S3 Standard), or choose other storage classes
like Glacier for archival.
» Once you've set the file and permissions;-click Upload.

® N @ @ Mumbai ¥ Vaibhaw

@ Upload succeeded
View details below.

Summary

Destination Succeeded Failed
53//515566537411-test @ 1file, 159.1 KB (100.00%) @ 0 files, 0 B (0%}
Files and folders Configuration

Files and folders (1 Total, 152.1 KB}

Q, Find by name ‘ 1
Name | Folder v | Type v | Size v | Status v | Error v
RESUME pdf [2 - application/pdf 1531 KB @ Succeeded

Verify the Upload

Once the file is uploaded, you will see it in the bucket. You can click on the file name to view its
properties.
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Amazon 53 » Buckets » 515866537471-test

515966537411-test e

Objects Properties Permissions Metrics Management Access Points

Objects (1} info

Objects are the fundamental entities stored in Amazon §3. You can use Amazon 53 imventory [ to get a list of all ohjects in your bucket. For athers to access your obijects, you'l need to explicitly grant them
permissinns. Learn more (4

spy 53 URI

[m}]

Open [4 Delete Actions ¥ Create folder [ Upload

| Q, Find objects by prefix ‘ 1 &
(i) Name a | Type v | Last modified v | size v | Storage class v
- October 24, 2024, 17:25:44

O [ RESUMEpdf pdf 1591KB  Standard

(UTC+05:30)

The file has a URL that you can use to access it
(based on permissions). The URL format will look like this:

https://<bucket-name>.s3.<region>.amazo naws.com/<file-name>

> After uploading, you can manage your file's permissions, move it to different storage classes
(like Glacier), or delete it.

> If you want to download the file from the bucket, You can either use the AWS CLI or the S3
console.

Additional Point:

Public Access: If you want the file to be publicly accessible, make sure to set the object's
permissions accordingly.

Storage Classes: By default, objects are uploaded to the S3 Standard storage class. You can
later change it to Glacier or Intelligent-Tiering, depending on your use case.

Reminder: Delete S3 Bucket After Completing Your Work

Once you've completed your tasks and no longer need the S3 bucket, make sure to delete it

to avoid unnecessary storage costs. Deleting the bucket will permanently remove all data, so
ensure you have saved any important files. Always clean up unused resources after finishing
your work.
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